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Abstract

Demand for large and indivisible, or “lumpy”, expenditures creates need for liquid-
ity. For people in developing countries, acquiring this liquidity often requires choosing
among high-cost strategies. I conduct a study with 1,715 bettors in Kampala, Uganda,
to show that sports betting is being used as an alternative to conventional liquidity
generation strategies such as saving or credit. First, I document that, despite ex-
pected losses of 35-50%, participants view betting as a likely source of liquidity for
desired lumpy expenditures and use a natural experiment to show that this is not just
cheap talk: winnings increase both the size and likelihood of making such expendi-
tures. Second, I use a randomized field experiment to show that provision of a simple
commitment-savings technology causes a 26% reduction in a revealed preference mea-
sure of betting demand. I then conduct two lab-in-the-field experiments to isolate the
role of betting as a mode of liquidity generation. Increasing the salience of a desired
lumpy expenditure causes an increase in betting demand by 17.2%, and a budgeting
exercise decreases betting demand by 34.9% for people who learn that they could save
more than previously believed. Back-of-the-envelope calculations suggest that betting
to create liquidity may be a rational response for people with low ability to save.
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1. Introduction

When people want to make large and indivisible, or “lumpy” expenditures, they must first
determine how to raise the required liquidity. Many products and approaches have been
developed in order to help people meet these liquidity demands. Credit and saving strate-
gies are the most common and take many forms, with both formal and informal variations.1

Although less frequently considered, gambling presents an additional alternative where par-
ticipants can risk money for a chance to win a payout. In this paper, I present evidence
from Uganda that the recent global growth of sports betting is driven, in part, by liquid-
ity demands for lumpy expenditures and as a consequence of costly alternative options for
liquidity generation.

Sports betting has boomed in popularity over the past decade and is now a global industry
valued at over one hundred billion dollars.23 Betting is a bundled product. It is a source of
enjoyment for many participants, but it is also centered on a financial gamble, offering the
possibility of sizable payouts. In recent years, new technologies have enabled international
betting companies to enter previously untouched markets. This growth has been fastest
across Africa and in developing countries, where financial institutions are often weak.456

In these settings, limited liability increases the prevailing cost of available credit, while the
lack of positive interest accounts, inflation, and high transaction costs are among the factors
contributing to a negative effective return on saving.7 This results in an unappealing menu of
options for liquidity generation and may make people more willing to tolerate high expected
losses from betting.

In Kampala, Uganda, a recent policy report found that 36% of men had participated
in sports betting during the previous year, spending an average of 12% of their income on
betting (Ahaibwe et al. 2016). This is a substantial expenditure, especially for a population
sitting at or near the poverty line. Despite expected losses of 35-50% per dollar spent, three
out of four respondents reported “making money” as their primary motivation for betting.

1A recent paper by Casaburi and Macchiavello (2016) shows that Kenyan dairy farmers are willing
to sacrifice a portion of their total income in return for less frequent payments from buyers as a form of
commitment saving. Excellent surveys of the saving and microcredit literature are provided by Karlan et
al. (2014) and Banerjee (2013) respectively. Also see Besley et al. (1993), Brune et al. (2015), Dupas and
Robinson (2013a,b), and Kast et al. (2014) for additional examples related to savings.

2http://www.statista.com/topics/1740/sports-betting/
3http://www.bbc.com/sport/0/football/24354124
4African Development Bank (2011) and Beck and Cull (2014)
5PricewaterhouseCoopers (2014)
6MORSS Global Finance: http://www.morssglobalfinance.com/the-global-economics-of-gambling/
7Collins et al. (2009) and Banerjee and Duflo (2007)
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Using a similar sample, participants in this study listed betting as the second most likely
source of money for a desired expenditure, following saving. In response to these stated
motivations, I build on existing theory to create a model linking lumpy expenditures, saving
ability, and demand for betting. In particular, I show that demand for lumpy expenditures
increases demand for gambles while improving saving ability results in a decrease.

I conduct a set of complementary field experiments to test these implications of the model
while collecting data on reported consumption, income, and betting behavior and a revealed
preference measurement of betting demand. 1,003 men were included in a full study with
five bi-weekly visits, creating a unique, high-frequency panel of betting behavior, business
performance, and expenditure data. I supplemented this sample with a separate group of 712
participants in a condensed single-visit study. Ultimately, I generate four pieces of empirical
evidence in support of the hypotheses derived from the model, using a randomized field
experiment, a natural experiment, and two lab-in-the-field experiments.

I begin by presenting descriptive evidence that bettors both perceive and use sports
betting as a method of liquidity generation. To add credibility to these survey responses,
I use a natural experiment to show that expenditure behavior in response to winnings is
consistent with participants’ stated motivation. Next, I use a randomized field experiment
to show that introducing a commitment saving technology lowers betting demand. I then
conduct a pair of lab-in-the-field experiments in order to directly test whether people demand
bets as a mode of liquidity generation and in response to low ability to save. In the first
experiment, betting demand increases after experimentally inducing greater salience of a
lumpy expenditure. In the second, betting demand decreases following a budgeting exercise
for participants who learn that their capacity to save was better than previously believed.
These findings could not be explained by an alternative hypothesis that betting demand is
purely driven by its value as a consumption good. Finally, I conclude with a set of back-of-
the-envelope calculations and demonstrate that the expected returns for betting and saving
are similar for many people within a reasonable range patience levels and returns to saving.

To give credence to the hypothesis that sports betting is both viewed and used as a
means of liquidity generation, I begin by presenting descriptive evidence from the bettors
in the sample on their stated motivation and reported betting behaviors. Their responses
suggest that we should see an impact of winnings on lumpy expenditures. The size and
likelihood of winnings are not random, but are linked to peoples’ betting choices. However,
winnings should be effectively random after conditioning on the number and types of bets an
individual makes in a given time period. Implementing this selection on observables design, I
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test for the impact of winnings on lumpy expenditures and find that winnings increase both
the likelihood and size of lumpy expenditures. Results are strongest among respondents
categorized as having a low ability to save, consistent with the theory that using betting as
a way to generate liquidity is most appealing for people with limited alternatives.

In the second result, I test the main predictions from the model. Improved ability to save
should reduce betting demand. This should result from two channels: crowding out of all
present-day expenditures and a drop in the relative appeal of betting as a mode of liquidity
generation. Randomly selected participants were offered a wooden saving box, similar to a
piggy bank, to assist them in their ability to save. This basic technology contains features
common to many saving products: a component of ex-ante commitment to saving and a
reduction in exposure to spending pressure and temptation. At the end of the study one
month later, participants were offered a choice between cash and betting tickets in a revealed
preference measure of betting demand. Recipients of the saving box were 26% less likely to
demand the full amount of tickets offered.

I then use two lab-in-the-field experiments in order to isolate the role of betting as a
method of liquidity generation that makes it distinct from other normal goods. The third
result uses a randomized priming dialog in conjunction with the revealed preference measure
of betting demand. Interviewers asked respondents a set of questions related to a previously
identified and desired expense, in order to increase its salience. Respondents who were
randomly selected to receive the prime before the betting ticket offer were 17.2% more likely
to demand the maximum number of betting tickets. This large and significant increase
confirms that many study participants view betting as a means of acquiring liquidity for
their lumpy expense. If betting demand were purely driven by consumption, increased
salience of a lumpy expenditure should not have caused a large increase in betting demand,
and may have reduced it if people anticipated using the offered cash for saving. In addition,
respondents categorized with low saving ability drove this effect, increasing their likelihood
of demanding the maximum number of tickets by 29.1%, while the effect was below 5% for
people with high saving ability. This parallel heterogeneous response with the analysis of
winning usage provides further evidence that both betting demand and winning usage are
linked with liquidity needs for lumpy expenditures among this group of bettors.

The final empirical result shows that a positive update on perceived saving ability de-
creases demand for bets. Before the betting ticket offer, randomly selected respondents were
guided through a brief budgeting exercise that assisted them in making realistic assessments
of their weekly saving potential. The results show that respondents who learned that they
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had more capacity to save than previously believed were 34.9% less likely to demand the
maximum number of betting tickets. If betting were purely a consumption good (and not in
competition with saving as a mode of liquidity generation), new information revealing the
availability of additional disposable income should have led to an increase in demand for all
normal goods, including betting, and not the decrease that we observe.

Together, these results tell a consistent story: sports betting is in competition with
saving as a mode of liquidity generation in pursuit of lumpy expenditures. However, negative
returns suggest that sports betting results in substantial losses of expected income. Whether
betting is rational depends on the available alternatives. Limited access to affordable credit
and demand for non-creditable expenditures make borrowing infeasible or unappealing to
most people in the sample. Compared to saving, back-of-the-envelope calculations suggest
that, after accounting for future discounting as well as the impact of inflation, exposure to
temptation, social pressures, and risk of loss or theft on peoples’ return to saving, many
people may rationally prefer betting as a way to generate liquidity.

Local media and political figures in Uganda have expressed increasing concern about
the social effects of sports betting, including crowding out of scarce household resources, dis-
saving, domestic violence, and even suicide.8910 If policy-makers want to reduce betting, this
paper suggests that improving financial services and alternative strategies of liquidity gener-
ation for this population may be an effective strategy. Even the simple saving interventions
in this study, focused on budgeting and commitment saving, lowered betting demand. More
ambitious initiatives like low-cost secure banking and mobile saving services or broadened
access to affordable credit could have larger impacts.

This paper contributes to at least two broad areas of literature in economics. First, it
makes a number of contributions to the development literature and the sub-fields looking at
the financial lives of the poor, saving constraints, and temptation goods. By showing that
betting is being used as a second-best strategy of liquidity generation, this paper contributes
to a growing literature on financial management strategies of the poor under saving and
credit constraints. This study extends the work of Collins et al. (2009) and Banerjee and
Duflo (2007) by providing a new example of how poor families or individuals often use
unconventional strategies to meet their financial needs.

Second, this paper is among the first to show that, by inhibiting income aggregation,

8http://allafrica.com/stories/201603150296.html
9http://www.monitor.co.ug/Business/Prosper/The-price-of-betting-on-Ugandans/-/688616/2107602/-

/k7i4bh/-/index.html
10http://www.monitor.co.ug/News/National/Soccer-fan-kills-self-over-Arsenal-s-loss-to-Monaco/-

/688334/2639990/-/dn6tkoz/-/index.html
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saving constraints push people toward other, low-return liquidity generation strategies. In
this regard, Karlan et al. (2014) provide an excellent overview of the saving literature, while
Casaburi and Macchiavello (2016) show another example of saving constraints leading to the
adoption of second-best saving strategies among Kenyan dairy farmers.

Third, this paper builds on Banerjee and Mullainathan (2010), who synthesize a growing
and related literature on temptation goods. Their work shows that these goods have a
disproportionate impact on the poor and their ability to save. This paper distinguishes
betting from other consumption and temptation goods and shows that its financial properties
put it in direct competition with saving as a mode of liquidity generation.

Fourth, this paper also contributes to a separate literature in economics on gambling,
providing one of the first tests of a debate over the importance of financial constraints on
demand for gambles. In 1948, Milton Friedman and Leonard Savage first presented a model
of rational demand for gambles among people facing non-concavities in their indirect util-
ity function, an insight that was later extended to include demand for lumpy expenditures
(Kwang 1965). Others argued against the plausibility of this motivation for betting and
claimed that well-functioning credit markets and ability to save should render this source
of betting demand inconsequential (Bailey et al. 1980). While cross-sectional studies have
found that financial circumstances and services are important determinants of gambling par-
ticipation, there is limited empirical work testing these causal linkages.11 Although some
work has shown consumption behavior of lottery winners consistent with these causal hy-
potheses, this paper reproduces and extends that finding, adding three empirical results
directly testing the causal mechanisms of betting demand within the same sample (Crossley
et al. 2016; Imbens et al. 2001).

Finally, the existing literature on gambling is almost exclusively set in developed coun-
tries. This paper makes a further contribution by looking at gambling in a developing country
and is the first to study sports betting in Africa, the region where it has grown fastest.

This paper proceeds as follows. Section 2 provides further background and details on
sports betting and the specific context of Kampala, Uganda. Section 3 motivates the research
question with an illustrative model of rational betting behavior. Section 4 provides details
on the research design and data collection. Section 5 presents descriptive evidence of demand
for betting and betting behavior in the sample. Section 6 discusses the main empirical results
of the project. Section 7 presents back-of-the-envelope calculations comparing betting and
saving in Uganda. Section 8 concludes.

11See Ariyabuddhiphongs (2011) and Grote and Matheson (2013) for recent surveys of the literature.
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2. Background and Motivation

2.1 Global Expansion of Sports Betting

The global sports betting industry is already valued at over one hundred billion dollars.
The last ten years have seen its most rapid expansion to date.12 A recent report from the
European Gaming and Betting Association estimates that sports betting grew at a rate of
5.4% per year across Europe from 2001-2013.13 In the US, where most sports betting is still
illegal, monetized fantasy sports is now itself a multi-billion dollar industry marked by the
emergence of companies like Fan Duel and Draft Kings.14 But growth has been fastest in
many developing countries within Africa.

Adaptation of online betting technology in the form of internet-linked, vendor-operated
betting consoles and betting shops has broadened access to new betting products with higher
payoffs and a wider range of betting options than have previously been available. These plat-
forms allow investors to offer internationally calibrated odds on sporting matches and have
facilitated the entry of these firms into new markets. A 2009 consultant’s report by MORSS
Global Finance estimates that between 1999 and 2007 Africa experienced a 114% increase in
betting revenues, a faster rate of growth than any other region.15 A 2014 Pricewaterhouse-
Coopers report estimates that sports betting in South Africa quintupled between 2009 and
2013, from 15.8 to nearly 80 million USD in gross revenues.16 However, scarcity of reliable
data makes it difficult to precisely estimate the size of the sports betting industry across
Africa.

What is known is that international companies are rapidly entering and expanding in
African markets.17 Regulation varies widely by country, but the appeal of new tax revenue
streams is a strong incentive for local governments to permit its entry and growth. The
expansion of sports betting across Africa is likely to continue.

12www.statista.com/topics/1740/sports-betting/ and www.bbc.com/sport/0/football/24354124
13European Gaming and Betting Association (n.d.)
14http://fortune.com/2015/04/06/draftkings-and-fanduel-close-in-on-massive-new-investments/
15www.morssglobalfinance.com/the-global-economics-of-gambling/
16PricewaterhouseCoopers (2014)
17Recent media articles from Ghana, Nigeria, Senegal, Malawi, Sierra Leone, Tanzania, Liberia, Zim-

babwe, and Kenya all observe a sharp rise in sports betting in their respective countries. Click on the
country name for a linked article.
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2.2 Sports Betting in Uganda

Sports betting is a legal, large, and rapidly expanding industry in Uganda. Throughout
Kampala, Uganda’s capital, nearly every commercial center features one or more betting
shops. Although shops can typically accommodate more than fifty people at a time, in peak
hours they overflow with customers.18 Gambling in different forms has long been a part
of Ugandan culture, but this format and extent of popularity are new. The arrival and
expansion of international betting companies throughout the country began less than ten
years ago. As of June 2015, there were 23 licensed betting companies operating in Uganda
with over 1,000 betting outlets spread across the country (Ahaibwe et al. 2016).

A local policy report recently analyzed a representative sample of Kampala residents and
found high participation rates among young men (18-40) across all income levels (Ahaibwe
et al. 2016). But it is the lower income quintiles who devote the largest share of their
earnings to betting. According to the report, 36% of men in Kampala had gambled at some
point in the last year, devoting 12% of their income to betting on average. The impacts
of sports betting have not been rigorously identified, but survey respondents suggest that
betting is most likely to displace household expenditures and investments. Meanwhile, local
media coverage has reported cases of bankruptcy, loss of school fees, and suicide as a result
of accrued debt and shame attributed to betting.19 20 21

The format of betting in Uganda is the same as that spreading across the rest of the
continent and available on most online sports betting sites. First, a bettor chooses which
matches to include on his betting ticket from a list of options, typically featuring over 100
games. He then predicts a result or outcome for each of these matches such as “Team A
defeats Team B”. Predicting less-likely outcomes or adding additional games to a ticket is
rewarded with a higher possible payout should the ticket win. If every predicted outcome on
the ticket occurs, it can be redeemed for its payout value. If any single outcome is incorrect,
the ticket is worth nothing.22 Even by local standards, the minimum cost of placing a bet is
relatively low, at just 0.18 USD per ticket. While bettors can target extremely large payouts
if they choose, companies often cap the maximum payout at around 2000 USD, and most

18http://www.monitor.co.ug/Business/Prosper/The-price-of-betting-on-Ugandans/-/688616/2107602/-
/k7i4bh/-/index.html

19http://allafrica.com/stories/201603150296.html
20http://www.monitor.co.ug/Business/Prosper/The-price-of-betting-on-Ugandans/-/688616/2107602/-

/k7i4bh/-/index.html
21http://www.monitor.co.ug/News/National/Soccer-fan-kills-self-over-Arsenal-s-loss-to-Monaco/-

/688334/2639990/-/dn6tkoz/-/index.html
22Additional details on the structure and format of betting are presented in Online Appendix B.
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bettors target amounts much lower, around 50 USD, making the magnitude of sports betting
payouts resemble scratch tickets more closely than national lotteries or Megabucks. Section
5 provides further details.

2.3 Literature Review

This paper contributes to multiple sub-fields within the development economics literature,
including financial strategies of the poor, savings, and temptation goods. First, by demon-
strating that liquidity needs are linked to both betting demand and winning usage, this
paper contributes directly to a growing literature on financial management strategies of the
poor. Work by Collins et al. (2009) and Banerjee and Duflo (2007) has shown that poor fam-
ilies must often use multiple and sometimes unconventional strategies to meet their liquidity
needs. This paper provides a new, and previously undocumented, example.

This paper also makes a direct contribution to the literature on saving and saving con-
straints. Karlan et al. (2014) summarize the literature on saving that investigates barriers to
saving and the adoption of saving technologies. Other work has shown the impact of saving
constraints on investments and on resiliency to negative shocks (Brune et al. 2015; Dupas
and Robinson 2013a,b). This paper makes a unique contribution by showing that limited
saving ability impedes one’s ability to accumulate available liquidity and pushes people to-
ward betting, a low-return alternative. This finding is similar to a recent paper by Casaburi
and Macchiavello (2016), showing that Kenyan dairy farmers are willing to sacrifice a portion
of their income in return for less frequent payments as a contractual form of commitment
saving with upstream buyers. While not directly linked to saving, a recent paper by Brune
(2016) also presents evidence of high demand for lumpy income, where a lottery-based bonus
scheme with large, low probability payouts increases labor supply of Malawian tea plantation
workers more than a flat bonus of equivalent expected value.

Part of betting demand may also be similar to “temptation goods”, as characterized
in work by Banerjee and Mullainathan (2010). Temptation is likely to have a particularly
strong effect on savings patterns among the poor because these goods typically have low
absolute levels of satiation for consumers. Similar to other temptation goods, betting may
not be valued prior to consumption, or may be regretted after purchase. A recent paper
by Schilbach (2015) examines the relationship between saving and another temptation good
with unconventional features: alcohol. However, whereas alcohol chemically alters peoples’
time preferences away from saving, the distinguishing feature of betting is the financial
gamble that puts it in direct competition with saving as a way to generate liquidity. This
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gamble generates tension between sports betting and saving that goes beyond conventional
temptation goods, that affect saving principally through over-consumption and crowd-out.

This paper also contributes to a separate literature on gambling and is one of the first
to provide direct tests for two predictions in the literature. Existing work has proposed
a wide range of reasons why people could engage in gambling despite negative expected
returns. These factors include direct utility from gambling, misperceptions about the games
themselves, and addiction (Becker and Murphy 1988; Bordalo et al. 2012; Conlisk 1993;
Heath and Tversky 1991; Raylu and Oei 2002). However, some of the earliest theoretical
work on gambling from Friedman and Savage (1948) suggests that demand for gambles can
also be generated by non-concavities in an individual’s utility function. In their example,
illustrated by Figure 1, an individual with income c increases expected utility by purchasing
a lottery ticket that costs c−c with a 50% chance of winning c̄−c. The authors suggest
that the separate concave regions of this utility function could result from impeded social
mobility between economic classes. Demand for indivisible expenditures can create another
type of non-concavity and similarly generate demand for gambles (Kwang 1965).

More recently, others have argued that non-concave utility is not a credible explanation
for real-world gambling with high expected losses, and that ability to save and access to
credit should render this source of demand insubstantial. Bailey et al. (1980) conclude that
“risk preference due to a rising marginal utility of income could occur, if at all, only in
remarkable conditions” (p. 378).23 Whether these “remarkable conditions” exist in the real
world and create demand for gambles, as well as the causal link between financial constraints
and gambling, are ultimately empirical questions. This paper adds to the limited existing
evidence.

Three recent review articles from Grote and Matheson (2013), Bruce (2013), and Ariyabud-
dhiphongs (2011) all refer to the robust negative relationship that has been documented
between income levels and betting intensity. They also all highlight a general lack of cred-
ible identification in non-lab settings in the literature. While no papers to my knowledge
have aimed at directly testing the motive of liquidity generation as their primary hypoth-
esis, the few related papers that do exist present mixed evidence. Snowberg and Wolfers
(2010) examine American horse betting and find that misperceptions of odds drive the well-
established long-shot bias more than demand for high payouts. However, their evidence does
not rule out demand for liquidity as a contributing factor. The other two papers focus on

23Twenty years later, Hartley and Farrell (2002) pushed back on this finding by showing that demand for
gambles can persist even with complete savings and credit markets in certain ranges of a non-concave utility
function when rates of interest and time preference differ.
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usage of winnings. Imbens et al. (2001) show that lottery winners purchase large durable
goods following wins, a finding consistent with Friedman and Savage. Crossley et al. (2016)
present similar evidence in the United Kingdom, showing that credit-constrained people who
buy lottery tickets use large inheritances to make lumpy expenditures, suggestive that these
bettors face binding liquidity constraints. While suggestive, neither of these studies is able
to show that this ex-post behavior is a driver of betting demand. In this paper, I link ex-post
usage of winnings with ex-ante betting demand driven by liquidity needs, to directly test the
causal link between saving and gambling.

Finally, this paper fills a gap in the existing empirical research on gambling through its
choice of setting. In a review by Ariyabuddhiphongs (2011) of more than 100 gambling
studies, three are based in developing countries, where the stakes and context of gambling
are likely distinct from those of relatively wealthier gamblers in developed countries. To my
knowledge, only one is set in Africa (Abel et al. 2015). Looking at how gambling behavior
relates to financial constraints in Africa, the region where sports betting is growing fastest,
is an important contribution of this paper.

3. Model

Although betting is a bundled good that includes both direct enjoyment and a financial
gamble, this model focuses on the gambling component that makes sports betting distinct
from other normal goods. This section generalizes and extends a model by Crossley et al.
(2016) of demand for gambles resulting from demand for lumpy expenditures. This extension
allows for the flexible form of gambles offered in Uganda and illustrates a central tension
between gambling and saving. I use the model to illustrate four main predictions. First,
demand for lumpy expenditures generates demand for gambles. Second, increased valuation
of a lumpy expenditure increases demand for gambles among people who can not afford to
make the lumpy expenditure. Third, demand for lumpy expenditures also creates demand
for saving in an overlapping range of income levels as for betting. Finally, improvement in
saving ability decreases demand for gambles.

3.1 Demand for Gambles

An agent wants to maximize expected utility subject to a budget constraint. His weekly
income is Y and utility is derived from the consumption of one divisible good, D, and the
possible purchase of a single unit of a lumpy good: L ∈ {0, 1}. Consumption of the divisible
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good yields utility u(D), where u′(D) > 0 and u′′(D) < 0. Purchase and consumption of
the lumpy good yields a discrete utility payoff, η, and costs a price, P . An agent’s utility is
therefore: v() = u(D) + ηL.

Figure 2a shows that utility without purchase of L is conventional, concave utility: u(D).
However, if the individual has enough income, Y > P , then he must decide whether the
extra utility from consuming L is worth the loss in utility from reducing consumption of D.
Purchase of L is represented by a jump onto the upper curve in Figure 2a. However, having
spent P on the lumpy good, he gets the discrete utility payoff of η but can only spend the
remainder of his income, Y − P , on the divisible good. Given his income level, the agent
optimizes his utility by selecting the higher curve. The crossing point of the two curves, Y ∗,
is therefore the threshold at which individuals switch from not making to making the lumpy
expenditure. The envelope of these two pieces is the utility maximizing value function for
non-gamblers such that optimal utility is:

U1() = u(Y ) if Y < Y ∗

U2() = u(Y − P ) + η if Y ≥ Y ∗

Next, I allow for the possibility of making bets (or gambles). There are two stages of this
single time period. In the first stage, an individual assesses his income, Y , and has the option
of purchasing a betting ticket of any value, B. The ticket has a likelihood, σ, of resulting in
net winnings of W . If purchased, the outcome of the lottery is immediately realized. Those
who win purchase the lumpy good, while those who lose do not.24 Therefore, the utility
following a loss is U1(Y −B) = u(Y −B) while utility following a win is U2(Y +W ) =

u(Y +W −P ) + η. A betting choice of [B,W ] will result in expected utility somewhere on
the segment between U1(Y −B) and U2(Y +W ) determined by the likelihood of winning
the bet, σ, such that expected utility for the bettor is:

E[v(Y )] = σ[u(Y − P +W ) + η]︸ ︷︷ ︸
If Win

+ (1− σ)u(Y −B)︸ ︷︷ ︸
If Lose

Because bets in this setting are fully flexible, an agent can choose his “optimal” bet consti-
tuting the amount he risks, B, and the net amount he tries to win, W . This means that the

24The decision of whether or not to buy L is deterministic once the result of the bet has been realized.
Additionally, only people who will buy the lumpy good after a win have an incentive to make a gamble. This
is because the concavity of u(D) makes it so that using expected winnings on more of the divisible good
gives less expected additional utility than the expected loss of utility when the gamble does not win.
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best possible bet he could make, [B∗,W ∗], will be on the segment that is tangent to U1 and
U2. These points of tangency will define the optimal bet for everyone with income levels
between these endpoints, although the amounts wagered, B, and the targeted net winnings,
W , as well as the likelihood of winning, will depend on an individual’s income level.

If betting companies offered actuarially fair bets, then expected net winning or losses
would be the same, such that σW = (1− σ)B. Figure 2b illustrates this optimal bet with
fair odds for an individual with income Ỹ . Utility after a loss is indicated at point A, while
utility following a win is at point C. The likelihood of this fair bet winning is such that
EA
EC = σ

1−σ . A fair bet of [B∗,W ∗] results in expected utility at point E, which is an increase
in expected utility for this bettor from F to E. People with income level Y < Ỹ − B∗

will be too poor to bet; no available fair bet will increase expected utility. Similarly, no
one with income level Y > Ỹ +W ∗ will bet because no fair gamble improves on his direct
consumption of L and D. I define the lower and upper endpoints of the range of income
levels that demand fair bets as Y Bm and Y BM , respectively.

Of course, betting shops do not offer fair odds. Instead, they decrease expected payouts
in order to make profits by reducing the likelihood of winning. Figure 3a shows that there
is also demand for unfair gambles where the amount bet, B, and won, W are held constant
but the likelihood of winning, σ, has been reduced below that offered by a fair bet. This
can be seen by tracing horizontally from the starting utility at point D toward the vertical
axis until it reaches the convex segment at point F . Win likelihoods as low as σmin = B−H

B+W ,
indicated on the figure, will still improve expected utility for an individual with income Ỹ .

3.2 Increased Valuation of a Lumpy Expenditure

Next, increasing the valuation of a lumpy expenditure increases demand for bets. Antici-
pating the empirical strategy for my third result, I claim that increasing the salience of an
expense is equivalent to an increase in its anticipated value.25

As before, Figure 3a shows the range of income levels within which individuals demand
fair bets, with the envelope the “convexified” expected utility of the agent with fair bets.
As before, the endpoints of this range are Y Bm and Y BM for the minimum and maximum,
respectively. An increase in the valuation of L shifts η upward, in turn increasing anticipated

25This is consistent with experimental evidence from diverse settings whereby random variation in the
salience of an item amplifies the valuation of that item. Barber and Odean (2007) show this phenomenon in
the stock market when companies have unusually large or small single-day performances. Further, Ho and
Imai (2008) show how salience of a third party political candidate resulting from random ordering on ballots
leads to an increase in the candidate’s resulting vote share.
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utility for all income levels at which the lumpy good is purchased. Figure 3b shows that
this increase in η also shifts the location of the tangent line defining the range of bettors
and their optimal bets. Both the top and bottom endpoints of this range shift downward
such that ∂Y B

m
∂η < 0 and ∂Y B

M
∂η < 0. The downward shift in the upper bound shows that

some people who could already afford the good are no longer willing to risk the possibility of
losing their bet and no longer being able to make the lumpy expenditure. For the empirical
tests in this study, the relevant shift will be on the expansion of the lower bound of people
who now demand gambles. This is because the lumpy expenditures used in the study were
identified as being expenses that respondents could not afford at the time of the interview.
For those who demand bets both before and after the shift, expected utility from betting
and the amount spent on betting have both increased.

3.3 Demand for Saving

Saving is an alternative liquidity generation strategy. To allow for saving, I switch to a two
time-period model. Keeping the model as simple as possible, gambling and saving decisions
take place in the first period only and income, Y , is the same in both periods. Under these
assumptions, the previous result defining an income range of betting demand is unaffected.
However, there may be a range of incomes, also around Y ∗, where saving to purchase L in
the second period is preferred to spending all income on the divisible good.

Utility over two time periods is structured similarly to the single period, except that the
second period is discounted by a factor δ ≤ 1. When saving, the agent chooses how much
income to set aside for use in the next period, S, such that S ≤ Y . However, all of S may not
make it to the second period. γ represents the loss of savings between time periods. γ > 1
would suggest positive interest on savings. However, given the population and setting of the
study, γ is likely below one as the result of possible loss, theft, inflation, or expenditure on
non-valued temptation goods in future time periods.

Without positive interest, the agent would never save if saving did not result in purchase
of L.26 Therefore, two-time-period utility for a saver (purchasing L in the second period) is
maximized with the choice of S∗:

max
S

Vs(Y ) = u(Y − S) + δ[u(Y + γS − P ) + η]

26This is the result of the concavity of u() such that, even before considering time discounting or savings
losses, additional marginal utility from consumption of D in period two would be less than the utility from
spending that money on consumption of D in the first period.
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For graphical clarity, I have set δ = 1 and γ = 1 in the figures. Figure 4a shows that the
same individual with income Ỹ would be willing to sacrifice S∗ of consumption in the first
period for additional consumption in the second. The horizontal axis is still the income level,
as it was for betting, but the vertical axis is now average utility over two periods. Period 1
utility will be at N and period 2 utility at Q, leading to average two-period utility M , and
a gain of utility over not saving equal to M −R. Figure 4b shows the locus of optimized
saving utilities for each income level. Again, the envelope of the non-saving utility function
and utility from optimal saving will constitute the new, maximized indirect utility function
of potential savers. The region Y ∈ [Y Sm ,Y SM ] defines the range of income levels for which
saving is welfare improving. Similar to betting, we observe that, if this region is non-empty,
then Y ∗ ∈ [Y Sm ,Y SM ] and betting and saving will both be welfare improving in some area
around Y ∗.

When both betting and saving are welfare improving, the agent’s choice will be deter-
mined by parameter assumptions in the model. In particular, higher levels of patience will
make saving relatively more attractive, whereas less fair bets (lower σ given a choice of B
and W ) will lower the value of betting relative to saving.

3.4 Changes in Saving Ability

The ability to transfer income from the first to the second period is captured by the parameter
γ. A rise in γ will lead to an increase in utility from a saving strategy at all income levels. This
is simply because there is now more potential income to be spread across the two periods.
An increase in saving ability also pushes the locus of optimal saving utilities upward, as
shown in Figure 4b. Figure 4c illustrates this shift, showing that the end points of this range
for saving have moved outward such that ∂Y S

m
∂γ < 0 and ∂Y S

M
∂γ > 0.

When [Y Bm ,Y BM ] ∩ [Y Sm ,Y SM ] is non-empty, and both strategies of liquidity generation are
preferred to direct consumption, parameter assumptions will determine which strategy is
preferred. An increase of γ will expand this range of potential overlap while also resulting
in more utility from saving. This will lead to a weak decrease in demand for bets as they
become a relatively less appealing method of liquidity generation.

As mentioned earlier, betting is a bundled good. The other component of its appeal
is direct enjoyment, which should behave like other normal goods captured in the model
by D. As saving ability improves, an individual increases the total amount set aside for
saving such that ∂S∗

∂γ > 0. Because consumption of divisible goods in period one is equal to
Y − S, the increase in saving ability decreases today’s consumption. Therefore, a positive
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change in saving ability affects betting both by reducing the relative appeal of gambles and
also by shifting consumption of normal goods toward the future. These results are derived
in Appendix E. If betting is also a temptation good, then the effect of improved saving
ability could be even stronger than for other normal goods if it lowers on-hand liquidity and
therefore reduces exposure to temptation.

4. Experimental Design and Data

Given the absence of existing data on betting in this context, I designed a study to test the
predictions resulting from the model. Between September 2015 and July 2016, I conducted
a set of field experiments with 1,715 bettors in Kampala and created a unique data set able
to provide evidence on these hypotheses.

4.1 Overview

Field work for the project was conducted over eleven months between September 2015 and
July 2016, involving three phases of data collection. First, between October and December
of 2015, a set of 483 participants were identified and included in “Wave 1” of the study.
These respondents were visited and interviewed in person five times, once every two weeks.
A second group of 520 participants were identified and included in Wave 2, between April
and June 2016, following similar protocols. I refer to these 1,003 participants as being
part of the “full study”. To further explore the link between saving ability and demand for
lumpy expenditures, a complementary “condensed” study was conducted with 712 additional
respondents over three weeks in July 2016, with activities contained in a single visit.

4.2 Listing/Targeting

The study targeted young men between the age of 18-40, self-employed in small micro-
enterprises or services, with weekly incomes below $50. Earlier piloting, as well as previous
assessments of betting in Uganda, suggested that this group was likely to have a high in-
cidence and intensity of betting along with unmet liquidity needs (Ahaibwe et al. 2016;
Ssengooba and Yawe 2014). This is also a demographic of inherent interest, as they consti-
tute a significant portion of Uganda’s informal economy and serve important roles as key
contributors of household income.

Each survey round began with a listing exercise in selected parishes around Kampala in
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order to identify suitable respondents and invite them to participate in the study.27 Par-
ticipants were identified at their place of work and asked a short set of initial questions to
determine whether they met the targeting criteria of gender, age, employment, and income.

Overall, listing from both waves of the full study included 5,522 people. Their charac-
teristics are consistent with piloting, policy papers, and review of media coverage. Sports
betting is extremely popular in this demographic, as 32% reported betting in most weeks.28

After completing the listing, a randomized selection of respondents was chosen among those
who bet regularly. The full study was launched at the beginning of October. The condensed
study was conducted in July 2016 using a new sample of 712 respondents and followed the
same criteria for inclusion. Suitable respondents were interviewed immediately upon iden-
tification instead of returning to them later. Additional technical details on field protocols
are included in Appendix D.

4.3 Data Collection

Full study participants were interviewed in person five times, in alternating weeks. In ad-
dition, brief phone check-ins were conducted on the weeks between visits. The surveys
captured a wide range of background characteristics and information, including household
composition, education, numeracy, literacy, savings background, credit background, and risk
and time preferences. For topics whose answers were not likely to change over the study pe-
riod, the questions were asked only once. In addition, certain recurrent survey modules were
conducted at each in-person interview, including consumption, household shocks, business
investments, earnings, transfers, anticipated expenses, anticipated earnings, betting expen-
ditures, and winnings. Phone check-ins were restricted to the noisiest and most important
recurrent variables: weekly earnings, major expenditures, and betting participation.

During the third visit, members of the research team gave wooden saving boxes to ran-
domly selected respondents. These boxes are a simple soft commitment savings device similar
to piggy banks. During the final visit of the full study, as well as the first visit for partic-
ipants in Wave 2, field team members conducted a revealed preference measure of betting
demand. Additional details are provided below. Randomized primes were conducted in con-
junction with these betting ticket offers. Additional details of these activities are included
in Section 5. Figure 5 depicts the data collection timeline with “V1” signifying “visit 1,”

27In Wave 1, parishes were randomly chosen from the full set of parishes in Kampala that had viable
commercial centers where the target population was likely to be found at their workplaces. In Wave 2,
parishes closer to the city center were targeted due to logistical challenges and budget constraints.

28Appendix Table A.2 summarizes the listing data.
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“PC2” signifying “phone check-in 2,” etc.
Additional randomized treatments unrelated to the hypotheses in this paper were also

conducted during the second and fourth visits of the project.29 All treatments were random-
ized and included as controls in final estimating regressions.

The condensed study was designed to test a number of hypotheses that could not be
included in the full study. In particular, it expanded on the priming experiment with a
brief budgeting exercise designed to test the effect of perceived savings ability on demand
for betting. It was conducted over three weeks following the conclusion of the full study.
Details on this budgeting activity will be provided in the discussion section.

4.4 Measuring Betting Demand

Field team members collected a revealed preference measure of betting demand in the fifth
and final visit for participants in the full study, as well as in the first visit for participants
in Wave 2 of the full study. It was also included at the end of the condensed study and is
an important outcome variable for three of the four empirical results.

Respondents were offered the choice between pre-filled betting tickets and a designated
amount of cash. They were told the amount spent on the ticket as well as the approximate
size of the payout should the ticket win, but they were not permitted to see the actual
outcomes predicted on the ticket.30 The amount of cash offered was less than the price
of the ticket, preventing respondents from taking the money and purchasing a new ticket
themselves, but it was similar to the expected value of the ticket. The cost of the ticket
(or stake) was 1,000 Ugandan Shillings (UGX, approximately 0.35 USD), which is the most
common value for bets in Uganda. The bets were placed with well-known and trusted betting
companies, familiar to all respondents.

Respondents were then asked how many units of cash or betting tickets they would like
to choose. Participants in the full study could select up to four, whereas participants in the

29The second round contained a randomized offer of a wallet with which respondents were encouraged to
set aside money and budget for betting. The fourth round contained a randomized information treatment
whereby selected respondents were given a detailed accounting and aggregating of their betting expenses
and winnings up to that point in the study.

30The decision not to show them the tickets was made because of participants’ strong beliefs about the
outcomes of matches, such that they might value a betting ticket at zero if it chose an outcome at odds with
their strongly held priors.
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condensed study were limited to two.31 32 The analyses in Section 6.2, 6.3, and 6.4 use the
binary outcome of “maximum tickets demanded” out of the total number offered This choice
was made because maximum ticket demand is the highest powered outcome with just over
40% of respondents having demanded the full number. Results using alternative continuous
measures of the outcome variable are provided in the appendix.

5. Descriptive Evidence

5.1 Background Characteristics

Descriptive statistics from the survey provide context on the financial situation and con-
straints shaping peoples’ betting, saving, and expenditure decisions. Panel (a) in Table 1
shows considerable heterogeneity of income levels, betting intensity, household situation,
age, and education. It also shows that the full and condensed study samples are broadly
similar along most of these dimensions.33 For the full study, weekly income and betting
expenditures were calculated as weekly averages of reported betting and income over the
course of the study. In the condensed study, respondents were asked how much they spent in
a “normal” week. Although the condensed study sample appears wealthier on average than
the full study sample, they otherwise look similar.

Overall, individual and household incomes are low. Adjusting for children in the house-
hold, median per capita income is beneath the two dollar per day poverty line. Meanwhile,
betting intensity is high, as the median bettor spent 8.6% of his weekly income on betting
during the course of the full study and those in the condensed study estimated their expen-
ditures at 8.3%. The mean for both is around 12.5%, indicating that some people in the
sample bet at very high levels of intensity while many others participate more moderately.

Survey responses also identify a number of obstacles people face in their financial lives.

31The basic setup of the betting ticket offer was the same across all groups; however, there were two
additional differences between the full and condensed study. First, during the full study, participants were
given the additional choice of whether they wanted tickets that targeted low, medium, or high payouts,
whereas in the condensed study the payout size was always medium. Second, the amount of money they
could choose in place of a betting ticket was held fixed during the full study but was experimentally varied
during the condensed study. All of these varying factors are controlled for by using time and price fixed
effects.

32Appendix Table A.1 shows that there is a positive and highly significant relationship between this
measure of betting demand and respondents’ reported levels of betting.

33Differences between the full and condensed study samples are not a point of primary concern. The two
samples were drawn from different communities and therefore are likely to differ along certain dimensions.
In addition, randomization was conducted by survey round and, therefore, these differences do not threaten
the identification strategies implemented.
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Risk of theft (49/59%), pressure to spend (27/34%), and existing debt (43/23%) are all
cited with high frequency by participants in both the full and condensed samples. Although
roughly 90% have mobile money, only 41% have bank accounts and less than 50% felt they
could get a loan from a bank if they wanted one.34

For betting and saving to be relevant strategies for meeting liquidity needs, pre-existing
access to liquidity should be low. Table 1 Panel (b) confirms this. In particular, the variable
“Available Liquidity” is respondents’ answer to the question, “What is the biggest expense
you could make without needing to borrow?” The majority of participants could not afford
an expense greater than 1.5 times their normal weekly income without borrowing money.
The table also shows that the distribution of targeted betting payouts is above the level of
respondents’ available liquidity. Associated correlations between the log of the targeted win
amount and the log of available liquidity or mean income are 0.082 and 0.213, respectively.
Both are significant at the 99% confidence level, providing further suggestive evidence that
financial capabilities relate to betting behavior.

Finally, respondents were asked directly, “what is the biggest reason that you bet?” Over
79% of respondents said that their primary motivation for betting was “a way to get money”.
The second most common answer was simply “fun”, cited as the top reason for betting by
just 15% of respondents. This overwhelming response suggests that bettors themselves
consider the possibility of a financial payout as the most important feature of sports betting
in determining their participation. While this response, and survey responses in general,
should always be treated with skepticism, the dominance of this response suggests that it
should be taken seriously.

5.2 Lumpy Expenditures and Liquidity Generation

A primary assumption of this paper is that people want to make lumpy expenditures that
they are presently unable to afford. Without this demand for a lumpy good, utility should
not have a non-concavity of the form outlined in the model, making this source of demand for
gambles irrelevant. In the full study, interviewers asked respondents about three categories
of potential desired lumpy expenditures: business investments, household expenditures, and
personal expenditures. Enumerators explained that these should be indivisible expenses and
that they should be realistically attainable in order to avoid purely aspirational reported
targets. Table 2, Panel (a) shows their responses. Most notably, the majority of respondents
could readily list an expense for each of the three categories. Only 5.8% were unable to

34Appendix Table A.3 summarizes these factors.
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identify a desired expenditure from any of the three categories.
During the condensed study, after being asked to identify a desired large expenditure,

interviewers asked respondents how thought they they were most likely to get funds for this
purchase. Table 2, Panel (b) shows these responses. Although saving is viewed as the most
likely source (by a considerable margin), betting is second. 25.3% of respondents considered
betting to be a likely source of funding, almost as much as family and friends, bank loans,
or money lenders combined. Considerable work focuses on credit access as a key method
of helping people to overcome liquidity constraints. However, even after adding together
all three, very different, categories of credit, this population considers betting to be just as
likely a source of liquidity for a desired expenditure.

5.3 Availability of Credit

The data provide evidence of why credit is viewed so unfavorably in the sample. First and
foremost, the cost of bank credit is high. Respondents report that they expect to pay 20-25%
interest on a six-month bank loan. In terms of income losses, this would be the equivalent
of a betting ticket that returned 80-83 cents per dollar spent. Access is also an issue. Only
41% of respondents have a bank account, a pre-requisite for most loans. Of those who do
not have an account, one out of three said they were deterred by high usage fees, while 15%
said that they did not have the required documents or had been refused in the past. When
respondents were asked directly about their prospects of getting a loan, just 48% thought
that bank credit was a possibility.

The previous section also showed that people demand many different lumpy expenditures.
While business expenses may be eligible for bank loans, banks do not typically give credit
for furniture, repairs, phones, or clothes, all frequently cited in this population. 85% of
respondents had a non-business expenditure that they were eager to make in the coming
months. Although bank credit would be a more efficient way of generating liquidity than
betting, it is only available to a minority of the population and only applicable to a limited
subset of the expenditures they hope to make.

Another possible source of credit is from money lenders. In contrast to banks, money
lenders can be found throughout Kampala and do not restrict how borrowers use their
loans. However, despite their availability and low barriers to borrowing, they are not viewed
favorably; just 2.1% of respondents cited money lenders as the likely source of money for
their desired expense, and they were the only source cited less frequently than bank loans.
The standard money lender rate in Kampala is 50% interest on a six-month loan. This is
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equivalent to 33% expected losses. Although this is still slightly better than betting, after
factoring in the possibility of default, penalties, and risk of losing collateral, the expected
losses from money lender credit are comparable with betting.35 Credit from money lenders
is likely so unpopular precisely because it is not an improvement over betting.

5.4 Saving Ability

Saving ability is the key dimension of heterogeneity used in this paper. In particular, it is
used in the analysis of the impact of winnings on lumpy expenditures and in the response
of betting demand to an increase in the salience of a desired lumpy expenditure. Table 1
Panel (b) shows “saving ability” as the response to the question, “How much money do you
think you could save in a normal week without straining your regular household finances?”
Median saving ability relative to income in the sample is between 20 and 30% of weekly
income.

Dividing the sample between people who are able to devote a relatively high or low portion
of their income to saving is appealing but problematic. The correlation of this measure with
income level is 0.282. In order to remove this correlation from the measure, I only compare
people to others in their survey round within the same income ventile (five percentile group).
This process removes 98% of the correlation between this indicator and income level to just
0.005. Although this measure may still correlate with other characteristics, it serves as a
reasonable first approximation of people who are relatively more or less able to use saving
as a way to generate liquidity.

This section has provided some descriptive credence to the hypotheses and assumptions
of the theory presented in this paper. People have limited liquidity available, face a high cost
of credit, have considerable constraints on their ability to save, view betting as a means of
acquiring liquidity, and consider it a likely source of liquidity for a set of desired expenditures.
Taking these responses seriously suggests that we should revisit and test theories of rational
demand for gambles as a financial asset, setting aside the component of betting resulting

35Missing a scheduled repayment to a money lender typically results in penalties raising the overall
expected cost of the loan repayment. At a minimum, money lenders double the interest fees for missed
monthly repayments. Someone who wanted to borrow 60 USD would be expected to pay back 15 USD per
month (10 USD toward the principal and 5 USD toward the interest) for six months, a total repayment of
90 USD. A single missed repayment would raise the repayment total to 95 USD, dropping the rate of return
from 67% to 63%, a rate that is now almost the same as from betting. The greater risk is that the money
lender decides not to be lenient, and keeps whatever collateral is being held as leverage for repayment. For
collateral to work, it must be more valuable to the borrower than the full value of repayment. Even a low
risk of missing a repayment and losing one’s collateral will again push the expected value of credit below
60% and into the range estimated for betting.
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from fun. The first empirical result will be to see if these survey responses are just cheap
talk or if winnings do in fact increase lumpy expenditures, while the remaining three will be
direct tests of responses in betting demand to different randomized treatments.

6. Results

This paper contains four main empirical results. The first result looks at expenditure behav-
ior and shows that winnings increase the size and frequency of lumpy purchases, consistent
with the motivations for betting articulated in the previous section. Second, I test the effect
of a change in saving ability on betting demand, using the randomized distribution of a
simple commitment saving technology, and find a significant reduction in response to the
treatment. In order to isolate the role of betting as a means of liquidity generation, I then
conduct two lab-in-the-field experiments. I use a randomized priming treatment to show
that increased salience of a desired lumpy expenditure increases betting demand. Finally, I
use a randomized budgeting exercise to update participants’ perceived saving capacity and
find that those who receive a positive update reduce their demand for betting.

Analysis samples in this section differ by result. This is because different identification
strategies have different data requirements that are not available for all groups of participants.
I use the largest sample possible for each analysis.36

6.1 Use of Winnings

The previous section showed that respondents view betting as a likely source of liquidity for
desired lumpy expenditures; that they claim to bet because it is a way to get money; and that
the amounts that they target correlate with their income levels and the amount of liquidity
to which they have access. However, if winnings do not increase the likelihood of making
lumpy expenditures and the size of such expenditures, then this stated motivation could just
be cheap talk. These results confirm that winnings do increase lumpy expenditures, and that
this response is driven primarily by people with low ability to generate savings, consistent
with the hypothesis that betting is a strategy for liquidity generation most appealing to
those with limited alternatives.

Figure 6 shows the biggest win observed in the data for each participant in the full study,
scaled by his mean income. Over 60% of the population won some amount over the course of

36Appendix Table A.4 summarizes which groups were used for which analyses, along with an explanation
of why this choice was made.
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the study, with many having won substantial sums relative to weekly earnings. If winnings
were randomly assigned, we could look directly at the impact of these wins on expenditure
behavior. However, the amount that one can win is conditional on the number and types of
bets that he places. To identify a valid causal effect of winnings on expenditures, I implement
a selection on observables approach. This is done by characterizing every individual’s bets
in each time period of the study. Knowing the amount spent on betting, the number of
tickets purchased, the payoff they were targeting, and the number of independent matches
included on the betting tickets, I can also infer the bookmakers’ assessment of the likelihood
that a bet will win. I then characterize the full distribution of betting realizations for each
bettor in each time period by their moments. Controlling for these moments and their
higher order terms, I consider the realized amount of winnings to be effectively random.37

Additional details about the structure of betting in Uganda are contained in Appendix B1,
while Appendix B3 provides details on how I converted reported betting into the moments
of a betting portfolio.

Using this identification strategy, I look at the effect of winnings on whether an individual
made a lumpy purchase above a given threshold in that time period. The estimating equation
used for the analysis is:

Yi,t = β0 + β1Wi,t +
3∑
b=1

BetMomentsbi,t + λXi,t + γi + δt + ψs + εi,t

Yi,t is whether a lumpy purchase costing more than a given threshold relative to the individ-
ual’s mean income was made by individual i in time period t. Wi,t is the amount of reported
winning in a given two-week period. BetMomentsi,t is the calculated moments (mean, vari-
ance, skewness, and kurtosis) and higher-order terms (quadratic and cubic) of the betting
portfolio for individual i in period t, and Xi,t are time-varying covariates. Individual fixed
effects, survey round fixed effects, and time fixed effects are also included. Standard errors
are clustered at the individual level.

Ex-ante, it is not clear what the threshold for a “large” lumpy expenditure should be.
Instead of taking an arbitrary stance, I try multiple thresholds. In Table 3, I show results
for thresholds of 0.5, 1, 2, and 4 times weekly income with the win amount scaled relative
to income. The win amount is similarly scaled relative to mean weekly income.

At all thresholds, the effect of winnings on the likelihood of making large purchases

37This approach is similar to that utilized by Anderson (2016) in his analysis of the impact of college
sports success on fund-raising ability, where he argues that, conditional on bookmaker spreads, winning is
uncorrelated with potential outcomes.
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is positive. Column (1) shows that additional winnings equal to mean income raise the
likelihood of making an expenditure equal to half of mean income by 2 percentage points,
significant at the 95% confidence level. Column (2) suggests that this effect on expenditures
equal to or greater than mean income is 1.8 percentage points, or 6%, significant at the
90% confidence level. Despite meaningful magnitudes relative to their mean incidence, the
estimates in Columns (3) and (4) for thresholds of double and quadruple mean income are no
longer statistically significant. This is largely because there are not enough wins of sufficient
size in the data to plausibly affect these infrequent purchases, lowering statistical power for
these outcomes. Figure 7a shows these regression results graphically, focusing on thresholds
up to two times mean income. In the figure, the x-axis represents the threshold for the
biggest expenditure in that time period, while the y-axis is the estimated coefficient on the
win amount, reflecting the regression results from Table 3. Figure 7c rescales Figure 7a by
the mean of the outcome variable so that it can be interpreted as the proportional increase
in likelihood of a purchase of a given size as a result of additional winnings. For many of
these thresholds, winnings significantly increase the likelihood of making large expenditures.

Gambling for liquidity generation should be more likely among people with low saving
ability. Figure 7b recreates the results in Figure 7a after splitting the sample between low
and high ability savers. The effect for high ability savers is drawn in red, while low ability
savers are shown in blue, with the 95% confidence interval represented with blue dashed
lines. For nearly all of these thresholds, additional winnings have a positive and significant
effect on low ability savers, always larger than for those with high saving ability for whom
the effect is not distinguishable from zero at any threshold. We now see that additional
winnings equal to an individual’s mean income are associated with a 4.1 percentage point
increase in the likelihood of making a purchase equal to or greater than his mean income
among people with low saving ability; this is an increase of approximately 14.2%, significant
at the 95% confidence level. The effect on those with high saving ability is estimated at
slightly below zero and cannot be distinguished from no effect. The rest of these regression
results are presented in Appendix Table A.5. Figure 7d uses the same regression coefficients,
but scales them by the mean of the outcome variable, showing an increasing magnitude as
the size of the expense gets larger.

These results used a binary outcome variable indicating whether or not a lumpy purchase
was made above a given threshold. I also conduct similar analysis using a continuous measure
of the size of the biggest expense made in that period. The findings are similar to those
above and contained in Appendix F. Additional winnings increase the size of an individual’s
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largest expense by 0.052-0.33 cents per dollar on average, with effect sizes between 0.11 and
0.53 for people with low saving ability.

Although ex-post usage of winnings does not definitively confirm ex-ante motivation for
betting, this evidence suggests that lumpy expenditures and betting are tightly linked in this
context. Additionally, individuals likely anticipate their own future consumption decisions
in deciding whether or not to bet.

6.2 Commitment-Savings Treatment

The model predicts that an improvement in saving ability should decrease demand for bet-
ting. To test this causal relationship, I use a randomized field experiment to introduce a new
saving technology and create exogenous variation in saving ability. Randomly selected par-
ticipants were chosen to receive a soft commitment-savings device in the form of a wooden
savings box. These boxes are nailed closed and have a small slit in the top so that, like
a piggy bank, money can be easily deposited but cannot be retrieved without breaking it
open. These boxes are commonly found in Ugandan markets and are therefore familiar to
the study participants. At the end of the third visit, field team members gave randomly
selected respondents a saving box and assisted them in writing down their saving target on
the outside.

In the first wave, 25% of respondents were selected to receive the boxes, whereas 50% of
participants in the second wave were selected. Panels (a) and (b) of Table 4 show baseline
balances by wave. Despite random assignment, the endline lumpy prime weakly correlates
with the saving box treatment in the second wave, significant at the 10% level. All analyses
control for the effect of the lumpy prime and additional robustness checks are conducted
to ensure that the observed effect is not being driven either by this correlation or by an
interaction between treatments.38

At the endline, one month after the savings boxes were distributed, interviewers asked
participants if they had used a savings box at any time in the preceding month. People
in the treatment group were 53 percentage points more likely to have used a saving box
compared a control group mean of 16%, a difference significant at the 99% confidence level.
Although low and high ability savers have slightly different propensity to use saving boxes in
the absence of the intervention, both respond similarly to the treatment. When estimating

38The effect of these treatments is in opposite directions. Therefore, the positive correlation works against
finding a measurable effect for either result. Both results survive robustness checks to ensure that the
interaction is not driving either result.
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the treatment on the treated effect of the saving boxes, random assignment to the treatment
group will be used as an instrument for saving box use.39

I estimate the effect of the saving box treatment using a difference in differences strategy
with participants in Wave 2 for whom I have both a baseline and endline measure of betting
demand. I use the following equation:

Bi,t = β0 + β1SaveBoxi,t + λXi,t + γi + δt + εi,t

Bi,t is an indicator of whether the respondent chose the maximum number of betting tickets
from the offer. SaveBoxi,t is an indicator of whether or not individual, i, had been offered a
saving box by time t. Xi,t are time-varying covariates for individual i. Individual fixed effects
and time fixed effects are all also included. Standard errors are clustered at the individual
level.

Table 5 shows these estimation results. Using within variation and a full set of covariates,
as shown in in Column (2), we see that receiving a savings box reduced the likelihood of
demanding the maximum number of tickets by 13.15 percentage points from a control group
average of 49.88. This constitutes a reduction of demand by 26%, significant at the 95%
confidence level. The results show strong heterogeneity. As shown in Column (3), low
saving ability respondents reduce demand by 39%, significant at the 99% confidence level.
For people with high saving ability, this falls to just 1.12 percentage points and is no longer
statistically significant, while the difference between these groups shows significance at the
90% confidence level in Column (5). In Columns (6) - (8), we see that the treatment on
the treated estimate is nearly double the size of the average treatment effect. In the pooled
estimate, the likelihood of demanding the maximum number of tickets falls by 25 percentage
points.40

These are large magnitudes, particularly for people with low saving ability, shown in
Columns (3) and (7). However, despite randomization, the baseline measure of betting
demand for people with low saving ability in the treatment group was significantly higher
than for those in the control group. The difference-in-differences specification used above

39Table A.9 shows that the treatment had a very high takeup rate.
40Switching to a continuous measure of tickets demanded reveals consistent results although significance

is lost in some regressions from using a lower powered outcome variable. These results are shown in Table
A.10. The average treatment effect (as in Column (3)) shows a reduction of 0.3 tickets demanded, down from
an average of 2.5, a reduction of 12%. The treatment on the treated effect (as in Column (6)) is again almost
twice as big as the average treatment effect, causing a reduction of 0.57 tickets or roughly 23% among those
who were induced to use a savings box by the treatment. The effect on the low saving ability participants
is significant at the 95% level while the others are slightly below 90% significance.
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should appropriately adjust for these baseline differences and still be a valid causal effect.
However, to ensure that the estimated effect is not purely the result of a baseline irregularity,
I re-estimate the effects of the saving box using a cross-sectional analysis of all participants
in the full study, ignoring the baseline measure.

This alternative estimation strategy results in an average treatment effect of a 7.27 per-
centage point (16%) reduction in betting demand, significant at the 95% confidence level.
Instrumental variables estimation gives a treatment on the treated effect of a 33% decrease
in betting demand. However, we no longer see clear heterogeneity by saving ability. These
results are shown in Appendix Table A.8.41

Regardless of specification, the analysis shows a large and significant reduction in betting
demand, between 16 and 26% in the cross-sectional and difference-in-differences estimations,
respectively. The unstable response by saving ability across the two specifications suggests
that this dimension of heterogeneity should be treated with caution. A treatment designed
to reduce exposure to temptation and social pressures on money designated for saving is not
necessarily well-suited for a group of people characterized by limitations on the portion of
income they have available for saving. Other saving products may be better tailored to the
needs of this group of “low ability” savers.

The model suggested that improved saving ability should affect demand for betting
through two main mechanisms: crowding out normal goods and undermining the finan-
cial appeal of betting. There does appear to be a reduction in on-hand liquidity as well as
an increase in available liquidity (not necessarily on-hand) for people with low saving ability,
but neither of these effects is significantly different from zero.42 Regardless of mechanism,
the reduction in betting demand of between 16-26% already demonstrates an important link

41Appendix Table A.12 confirms that these results are not driven by correlation with the lumpy expen-
diture prime. Interacting the saving box treatment with the lumpy prime increases the magnitude and
significance of the overall average treatment effect by approximately 33%. Interestingly, the effect now seems
stronger among people with high saving ability, which might be because they have more discretionary income
to put toward saving. Table A.12 also suggests that the interaction of the saving box and the lumpy prime
is positive and significant for people with high saving ability. This could result from people feeling that
responsible saving decisions in one part of their weekly budget frees them to take riskier choices with the
remainder of their discretionary spending. Appendix Table A.11 shows that switching the outcome to the
count of tickets demanded greatly reduces statistical power and loses significance, although the sign of the
effect remains the same.

42There is some evidence that the treatment group had more liquidity available to them at the endline,
which could diminish the appeal of betting as a method of liquidity generation (see Appendix Table A.13).
There is also a statistically insignificant but potentially economically meaningful reduction in on-hand liq-
uidity among people who received the saving box (see Appendix Table A.14, showing a small (insignificant)
reduction in having 3 USD on hand, although the effect is positive (insignificant) on a threshold of 15 USD.
A reduction in on-hand liquidity could raise the opportunity cost of betting and constitute evidence that
saving crowds out all normal goods.
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between saving and betting. The final two results use lab-in-the-field experiments in order
to isolate the importance of the financial motive for betting.

6.3 Prime on Lumpy Good

The third result uses a lab-in-the field experiment to show that increasing the salience of
a desired lumpy expenditure increases demand for betting. During the baseline of the full
study, interviewers asked respondents to identify a large business, household, or personal
expense they wanted to make in the next few months. During the condensed study, these
questions were asked at the beginning of the survey. For randomly selected respondents,
interviewers went through a dialog referring to these desired expenditures just before the
betting ticket offer. They stated, “Earlier, you mentioned that you wanted to buy .
How much would it cost? How much more money do you think you would need in order to
be able to make that expense? Do you know where you would go to purchase it?”43 These
questions were designed to make the respondent reflect on this expenditure, increasing its
salience, before measuring betting demand. Right after these primes, respondents were
offered the choice between betting tickets and cash. Respondents in the control group were
asked these same questions immediately after the betting ticket offer. Figure 8 illustrates
the structure of this randomization.

To the extent that the appeal of betting results from its potential as a strategy of liquidity
generation, the model predicts that an increase in salience should increase betting demand.
However, the portion of betting demand that is purely based on consumption may fall with
increased salience of a desired expenditure because the money offered could be set aside and
potentially saved in order to make that expenditure later. These predictions go in different
directions and reflect different dimensions of the underlying demand for betting.44

The regression equation for this analysis is:

Bi = β0 + β1LumpyPrimei + λXi + εi

Bi is again whether the maximum number of tickets were demanded. β1 is the coefficient
of interest and measures the effect of having received the lumpy prime before the betting

43For respondents in the full study, the enumerators first checked to see whether the large expenditure
had already been made and, if so, whether they needed to make that expense again (as in the case of rent
or school fees). These answers were controlled for in the analysis.

44It is also possible that salience shifts time preferences. If this were the case, then the increase in salience
would make saving less appealing. However, we would only see a big increase in betting demand if betting
were, in fact, seen as a credible alternative strategy of getting that good.
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ticket offer, where LumpyPrimei = 1 for those in the treatment group and equal to zero for
those in the control group. Xi is a set of covariates for individual i including an indicator for
the time period in which that person was offered the betting tickets. The full specification
also includes the amount of cash offered and treatment status for the other randomized
treatments in the study. Robust standard errors are used to adjust for heteroskedasticity
in the error term. Randomization balance is shown in Table 4 Panel (c). None of the 22
variables checked are significantly imbalanced across treatment and control groups.

Because LumpyPrimei is randomly assigned, the estimate of β1 can be interpreted as
the causal effect of the prime on betting demand. Table 6 shows the results. The first four
columns show that, regardless of which covariates are included, the lumpy good prime has
a highly significant, stable, and positive effect on the likelihood that a respondent chose the
maximum number of tickets. The preferred full specification in Column (4) shows an effect
size of 7.2 percentage points relative to a control group mean of 41.8, a treatment effect of
17.2% that is significant at the 99% confidence level. Again, I expect that betting will be
particularly appealing as a mode of liquidity generation for people with limited ability to
save. Therefore, I split the sample by the same dimension of heterogeneity as used in the
analysis of winning usage. Column (5) shows that the effect of the prime on people with low
saving ability climbs to 12.2 percentage points, an effect size of 25.6% relative to the mean
of the relevant control group. For people with relatively high saving ability in Column (6),
this effect falls to 2.1 percentage points and I cannot reject the null hypothesis of no effect.
The interaction term in Column (7) between saving ability and the lumpy prime confirms
that we can reject the null that these groups have the same response to the treatment.45

These results show that an increase in the salience of a lumpy expenditure increased
betting demand. Participants themselves view betting as a mechanism by which they can
generate liquidity needed for their expenditures. Additionally, the results exhibited an iden-
tical heterogeneous response to that observed in an analysis of the effect of winnings on
lumpy expenditures. In the group of people for whom saving is least likely to be a feasible
strategy of liquidity generation, winning usage and betting demand both appear strongly
linked to lumpy expenditures.

45This also can be checked using a triple interaction with raw saving ability, mean income, and the lumpy
good prime. The triple interaction term remains significant at the 95% confidence level and climbs to an
estimated difference of 14.6 percentage points. These results remain significant if I switch the outcome
variable to the proportion of total tickets demanded; these results are included in Appendix Table A.15.
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6.4 Budgeting for Savings

The final result uses another lab-in-the-field research design to identify the causal effect
of a change in perceived ability to save on betting demand. Changing perceived ability
to save should also affect the relative appeal of saving to betting so long as the update is
credible. To do this, I built a budgeting exercise into the condensed study. Interviewers
guided randomly selected respondents through a brief budgeting exercise nested inside the
lumpy prime treatment, aimed at assessing ability to save.46 Figure 9 shows the structure
of this randomization. Table 4, Panel (d) shows the balance by covariates.47

Early in the survey, interviewers asked respondents about their typical weekly earnings
and essential expenditures on food, transportation, and rent. They were asked about a
large lumpy expenditure that they hoped to make within the next few months and how
much money they thought they could save per week without putting excessive strain on
their personal or household finances. At the end of the survey, after the lumpy good prime,
interviewers guided randomly selected respondents in the treatment group through a brief
budgeting activity before the betting ticket offer. Those in the control group went through
these same questions after the offer. In the budgeting dialog, respondents were told, “Earlier
in this interview you said that you earn UGX in a typical week. You also said you
spent on food, on transportation, and on rent in a normal week. This
leaves you with UGX per week. How much money do you think you could realistically
save per week?” Tablets used for data collection automatically calculated and filled in the
blanks based on earlier responses. Respondents were unconstrained in their answers to this
final question and were free to ignore this information.48

The anticipated effect of this treatment depends on whether a respondent’s updated esti-
mate is above or below his original naively estimated saving ability. In other words, the sign
of the treatment will depend on whether the respondent is learning encouraging or discour-

46This group was omitted during the lumpy good prime analysis above.
47Baseline proportionate saving ability is significantly different across treatment despite randomization.

This is to be expected, having checked for balance across 20 variables. What matters most for this result is
that saving updates are balanced across treatment status and that we do not see any statistical differences
by raw saving ability, raw saving update amount, and proportionate update amount. Baseline saving ability
levels are included in all regressions to account for this imbalance.

48After the respondent gave an answer, the enumerator said, “At that rate of saving, it would take you
weeks/months to have enough money to make that expense.” Analysis similar to that detailed below

was also conducted with respect to the time update. Learning that saving would take twice as long as
previously anticipated does increase demand for the maximum number of tickets by 11.6%, although it is
only significant at the 90% confidence level. This is consistent with the theory that betting and saving are
competing strategies of liquidity generation. I do not see any clear heterogeneity by measures of Beta and
Delta discounting. These results are in Appendix Table A.18.
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aging information. In the data, 48% of respondents decreased their estimated saving ability,
27% did not update their estimate after the discussion, and 25% increased their estimate.
The median raw positive update was 15,000 Ugandan shillings (approximately 4.25 USD)
and the median proportionate update was 10% of income. The median raw negative update
was 17,000 Ugandan shillings (approximately 4.85 USD). The median negative proportionate
update was 17% of income. Figure 10a shows the raw update size (in thousands of Ugandan
shillings) and Figure 10b shows the update scaled relative to mean income. By having both
a naive and assisted estimate of saving ability for each person in the sample, I can assess
the impact of receiving this update on betting demand while controlling for the appropriate
counterfactual of people who would have gotten an update of the same size.

Because the content of the saving ability update determines whether saving has become
more or less appealing, I anticipate heterogeneous treatment effects, estimated using the
following regression equation:

Bi = β0 + β1LumpyPrimei + β2Budgeti + β3(Budget×Update)i + β4Updatei + λXi + εi

Bi is the outcome measure of betting demand from the betting ticket offer. LumpyPrimei
indicates whether the individual received the lumpy prime. Budgeti is an indicator for being
assigned to the budgeting treatment group and doing the budgeting activity before the ticket
offer. β2 is the effect of the budgeting activity independent of the update. β3 is the effect
of the content of the update. Updatei is calculated as the difference between a respondent’s
new, assisted estimate of saving ability and his original, naive estimate. It is positive if
the new estimate is larger than his original, naive estimate. In certain specifications, the
update is scaled by mean income. β4 captures differences in people with different update
sizes independent of whether they did the budgeting exercise before or after the ticket offer.
Xi is a set of covariates for individual i. The full specification also included the amount of
cash offered, as well as all other treatments included in the study and a full set of covariates.
Robust standard errors are used to adjust for heteroskedasticity in the error term.

Table 7 shows the results. Column (1) shows that the budgeting exercise had a negative
but insignificant effect on demand for betting tickets. The estimates in Columns (2) and
(3) show that, regardless of whether the updating is estimated in raw local currency or
converted to proportion of income, improving perceived saving ability lowers betting ticket
demand. Column (3) suggests that, when an individual learns that he can save 10% more
of his income than previously thought, the likelihood that he will demand the maximum
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number of betting tickets decreases by 5.4 percentage points or approximately 13%.49

As discussed, responses are likely different depending on the content of the update. Col-
umn (4) codes the saving updates as positive or negative (zero is omitted). This analysis
shows strong heterogeneity, with a large and negative effect for people who receive positive
information about their saving ability and an insignificant effect for those learning negative
information. A positive update causes a 34.9% reduction in the likelihood of demanding the
maximum number of betting tickets relative to the relevant control mean. The effect for
the negative update is indistinguishable from zero. Columns (5) and (6) test for a linear
relationship between the update amount and betting demand, again splitting the treatment
at zero. The raw update in Column (4) estimates a similar treatment effect on both sides
of zero, though the proportionate measure suggests that this effect is driven by positive
updates. The median positive update of 15,000 shillings would cause a six percentage point
decrease in the likelihood of demanding the maximum number of betting tickets, as shown
in Column (5), or approximately 14% of the mean. A median positive proportional update
of 0.10 is estimated to cause nearly a ten percentage point decrease using the estimates in
Column (6) or just under 25% of the mean.

Imposing linearity on the estimates is a rigid assumption and so I conduct a non-
parametric estimation of the treatment effect of the budgeting exercise with the propor-
tionate update measure. Figure 11 shows the non-parametric lowess regression of the saving
update, scaled to weekly income, on demand for the maximum number of tickets. In addition,
a linear model with a spline at zero is included as a reference point. These non-parametric
estimates suggest that there is no clear effect of the saving prime on people learning negative
information, whereas positive information decreases demand for betting tickets with greater
magnitude effects for larger update sizes.

Attributing the response of the saving box treatment to a change in the relative appeal
of saving and betting as competing methods of liquidity generation was confounded by other
factors, including on-hand liquidity and the possibility that saving crowds out all current
expenditures. However, an update revealing that a person has more disposable income
available for saving does not face the same challenges and would predict an increase in
demand for betting if betting were exclusively a consumption good. We see the opposite.

49This approach will be valid so long as the betting ticket offer did not affect peoples’ responses in the
budgeting exercise. If it had, then those who went through the exercise after the betting ticket offer could
have systematically different potential updates, which would result in invalid controls for people who did the
exercise prior to the offer. Robustness checks show that the timing of the betting ticket offer did not have
a significant effect on the raw update size, size of the update relative to income, or likelihood of having a
positive, negative, or zero update. These robustness checks are shown in Appendix Table A.17.

33

http://www.sylvanherskowitz.com/jmp.html


The overall reduction in betting demand for people who received a positive saving update
suggests that the perceived increase in feasibility of saving as a liquidity generation strategy
undercut that source of appeal for betting.

7. Comparing Betting and Saving

The model in this paper framed saving as the primary alternative to betting, consistent with
survey responses citing them as the two most likely sources of liquidity for a desired expense
(see Table 2, Panel (b)). The results in Section 6 showed shifts in betting demand consistent
with participants viewing betting as a mode of liquidity generation and in competition with
saving. This section looks at whether betting could be a purely rational, utility maximizing,
liquidity generation strategy without allowing for any direct utility from participation. Even
stashing money under the mattress should be better than accepting 35-50% expected losses
from betting. However, participants reported a number of challenges impeding their ability
to save, including risk of theft, pressure from family or friends, or personal temptation.
These all factor into expected “losses” when money is set aside with the intention of saving.
Inflation will lower this effective interest rate further. Ultimately, given his level of patience,
an individual has to consider this expected return on saving as well as the return on betting
in order to determine his preferred strategy.

People save in many ways and each technology or saving strategy has its own benefits and
drawbacks. For example, formal bank accounts are a common vehicle for saving and should
substantially reduce expected losses and theft while also reducing exposure to temptation
and social pressure. However, transaction fees in this setting are high and counteract most
of these benefits, consistent with evidence by Dupas et al. (2016) in nearby Kenya. Based on
focus group discussions, deposit fees in Uganda are equal to approximately 3% of the median
study participant’s weekly income. Given that Ugandan banks often have long lines and are
only open during regular working hours, making deposits requires time away from productive
activity, conservatively estimated at one hour per transaction, equivalent to an additional 2%
of weekly income based on a 50 hour working week. For someone saving 10% of his weekly
income, weekly deposits, which would best reduce exposure to theft, temptation, or social
pressure, would impose expected losses from transaction costs of 50% of his deposit value,
even before accounting for losses from inflation or withdrawal fees. A less frequent deposit
strategy would reduce transaction costs but at the expense of limiting the other benefits of
this strategy.
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Rotating saving groups (roscas) are also very common in Uganda. 50% of respondents
reported using them. Their primary advantage is a 50% reduction in expected wait time
before a full payout relative to saving independently (Anderson and Baland 2002). In ad-
dition, social pressure acts as a commitment device for people who may not always follow
through with their saving goals. However, roscas also depend on the efficacy of social sanc-
tions among their members for the group to survive (Anderson et al. 2009). The rigidity
of the weekly payment structure and the threat of social sanctions impose their own risks.
Someone who has a bad week at work could risk a sanction for missing a payment and might
be forced to either sacrifice needed short-term consumption or to borrow elsewhere at high
cost to cover the payment. Additionally, the amount of the contributions and payout are
the result of a bargaining process among group members and might not correspond with the
optimal targets and contribution levels for an individual’s unique liquidity needs.

Acknowledging that different saving strategies have different cost and benefit structures, I
use the simplest form of saving, cash savings, as a benchmark to compare saving and betting
strategies. From what is known about the structure of betting, I calculate the expected
payoff to a person using betting to pursue a desired expenditure. I similarly calculate the
expected payoff to that same person if he instead pursues a (cash) saving strategy. Setting
these two approaches equal, I can then identify the minimum return on saving required for
a person to be willing to save instead of bet, over a range of reasonable patience levels.

I first expand my model to allow for more than two time periods. Additionally, I need to
make some assumptions about a number of parameters. I set the amount to be either saved
or bet at 10% of weekly income (between the mean and median betting expenditures in the
population) and the payout of a win equal to the price of the lumpy expenditure at twice
the size of the individual’s income (approximately 200,000 UGX or 60 USD). I also must
make assumptions about the size of forgone utility from the divisible good while pursuing
the lumpy expenditure and the payoff to the large expenditure, η, from the original model.
Forgone utility is treated essentially as a numeraire, and I try a wide range of utility payoffs
to the lumpy expenditure; results are not sensitive to this parameter choice.50 The return on
betting is captured in the likelihood of winning the bet, p, and estimated based on knowledge
of the structure of betting in Uganda for a payout of this size.

Research in neighboring Kenya by Mbiti and Weil (2013) estimates a yearly discount
factor of 0.64, suggesting a weekly discount factor of approximately 0.9915. With these

50The ratio between forgone utility and the utility payoff to the lumpy good essentially captures the
individual’s risk aversion in that it defines how steep or flat an individual’s utility function is at that level
of income. I show the results again with two different choices for η in Appendix Table A.2.
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values, I can examine a range of reasonable weekly discount factors, δ, and solve for the
“tipping point” rate of return on saving, γ∗, that leaves people indifferent between betting
and saving. People with γ ≥ γ∗ prefer to save and those with γ < γ∗ prefer to bet. Additional
details and derivation are contained in Appendix C1.

In Figure 12, I trace the locus of weekly discount factors and threshold return to saving.
As expected, less patient people are willing to tolerate less expected losses from saving than
people with greater patience. For Mbiti and Weil’s estimated discount factor, threshold
gamma is 0.716, suggesting that these people would prefer betting if they expect more than
28% losses from money set aside for saving. Of course, people who entirely discount the
future, on the left side of the diagram, will always prefer betting over saving. For people
with γ < 0.63 who expect to lose 37% of each dollar saved, then even perfect patience (δ = 1)
will not be sufficient to sustain saving. This shows a convergence toward the expected return
on betting.

What is a reasonable estimate for the rate of return on saving, γ? In my review of the
literature, I have not seen this parameter directly estimated. Ideally, it should incorporate
at least five main components: (1) Inflation, (2) Expenditures on Temptation Goods, (3)
Social Pressures, (4) Theft/Loss, and (5) Transaction Costs. For each of these components,
I estimate a reasonable range of discount sub-factors γ1−5 and take their product in order to
construct a range of return to saving such that γ = Π5

1γi.51 Table 8 summarizes the range
of sub-discount factors resulting from my estimates. This exercise suggests that the rate of
return to saving likely falls between 0.6415 and 0.9215 for people in this population. Details
of the assumptions and sources of these estimates are provided in Appendix C2. Comparing
this range with the “tipping point” values of return on saving calculated earlier suggests
that, for a substantial portion of people, betting will be the preferred strategy.52 53 Even if
betting is not strictly preferable to saving, these differences may not be perceptible to the
bettors themselves or may be close enough that direct enjoyment of betting pushes them
over the edge.

51Taking the product of these components is a conservative assumption. If, instead, these taxes are
removed from saving simultaneously, then the range of estimated γs could be considerably lower.

52Without a clear strategy for how to map these discount factors to my sample, it is difficult to more
precisely estimate the size of this proportion, but these calculations broadly suggest that there are likely to
be many people for whom betting is preferable.

53In calculating the return to betting, I assumed that bettors are following an optimal betting strategy
and thus getting expected losses on the low end of my estimates (around 35%). Making less favorable
assumptions about betting strategies would put the expected losses from betting closer to 50%. This would
reduce the tipping point γs downward by roughly 15-20% and could tip the balance back toward saving for
some people. This adjustment would not affect the broad observation that betting and saving strategies may
result in very similar expected payoffs for many people.
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8. Conclusion

Over the past decade, sports betting has seen considerable growth, but has expanded most
rapidly in African markets. This paper has looked closely at the behavior of 1,715 sports
bettors in Kampala, Uganda, using a range of different empirical methods. The findings
contribute to a number of strands of literature in economics and provide clear policy impli-
cations.

Sports betting is distinct from other consumption or temptation goods as a result of the
gamble contained at the center of the bet. This financial appeal, along with unmet liquidity
needs increases demand for betting. This was demonstrated in an analysis of the effect of
winnings on lumpy expenditures as well as an analysis of the response to a prime on the
salience of a desired large expenditure. These responses were particularly strong among
people with low ability to save and who therefore had limited alternatives to generate this
liquidity. In addition, a treatment that increased ability to save and the appeal of saving as
as an alternative strategy of liquidity generation, reduced betting demand. This has direct
policy implications even without disentangling the mechanisms of this effect. The results
using the experimental prime on desired lumpy expenditures and a budgeting activity suggest
that the financial mechanism is a significant factor driving betting demand and that the effect
of improving saving ability on betting is more than just a mechanical reduction of all current
expenditures, but reflects the diminished appeal of betting as a way to get liquidity.

Betting is an enjoyable activity for many of its participants, but financial constraints
and demand for liquidity are also significant drivers of betting demand that should be taken
seriously. This should not be surprising; this is why bettors themselves say that they bet.
However, expected losses between 35 and 50% make betting an inefficient way to generate
liquidity. This is particularly concerning because the population in this study sits near or
below the poverty line and provides critical income for both themselves and their families.
With average participation levels between 8.5-12.5% of weekly income, these losses have
serious implications for bettors and their families.

If policy-makers are interested in deterring gambling, this population needs better alter-
natives to undermine the financial motive for betting. Saving is a struggle for many people
across the globe, but in developing countries these challenges may be particularly severe.
And yet, even the simple interventions tested in this study reduced betting demand. More
ambitious interventions, such as lowering the cost of secure saving or expanding access to
affordable credit, may have stronger effects. Broadly, making sure that financial services are
designed for and reach this vulnerable population could substantially lower this source of
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demand for betting in a vulnerable population.
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Figures

Figure 1: Friedman-Savage Utility Function

Notes: This figure is from Friedman and Savage’s original 1948 paper showing a non-concave indirect utility
function where an individual with income level c would be willing to accept a gamble with a 50% chance of
income level c and a 50% chance of c̄.
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Figure 2: Indirect Utility with Lumpy Good and Demand for Gambles
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Notes: Panel (a) shows indirect utility from income with the possibility of consuming a lumpy good L. For
income levels Y > Y ∗, people will pay a price P to consume L with a utility payoff of η. Maximized utility
is determined by income endowment and will be the envelope of the two pieces of the utility function. Panel
(b) shows that someone with income level Ỹ will demand a fair gamble that risks reducing his income by
B∗ for a chance to go up to Ỹ +W with a likelihood of winning at σ. Expected utility from the gamble
is at point E on the convex combination of winning and losing utilities. Panel (c) shows that there is also
demand for unfair gambles with the same loss and win amounts but win likelihood as low as σmin.
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Figure 3: Effect of Increased Salience of Lumpy Good on Demand for Gambles
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Notes: Panel (a) shows demand for gambles with normal salience of the lumpy good. Increasing the lumpy
good’s salience is modeled as an increase in its valuation represented by the upward shift in the payoff to
the lumpy good in Panel (b). This shift in valuation of the lumpy good increases demand for betting among
people who could not afford the good.

Figure 4: Effect of Reduced Saving Ability on Demand for Saving
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Notes: Panel (a) shows the optimal saving decision for an individual with income level Ỹ , shifting S∗ from
T1 to T2 and increasing average expected utility from point R toM . Panel (b) shows optimal saving utilities
for all income levels and defines the income range where saving is a welfare improving strategy. Panel (c)
shows how this range of incomes and utility from saving increases as saving ability improves.
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Figure 5: Full Study Timeline

Notes: The figure above illustrates the study timeline for the 1,003 participants in the full study.

Figure 6: Biggest Win During Study Period
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Notes: This figure shows the biggest recorded win for each respondent in the full study over the course of
the nine weeks of participation. 10 people had wins bigger than six times their weekly income.
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Figure 7: Effect of Winnings on Expenditure Thresholds
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Notes: Each graph shows the coefficient estimates for β1 from a regression of Yi,t = β0 + β1Wi,t +∑3
b=1 BetMomentsb

i,t + λXi,t + γi + δt + ψs + εi,t where the outcome variable is making a purchase above
a threshold in that time period (indicated on the x-axis). The magnitude of the estimate for β1 is captured
on the y-axis. BetMomentsi,t are the moments and higher order terms of an individual’s bets for that
time period. Xi,t are time-varying individual covariates. I include time, survey round, and individual fixed
effects in all regressions. Standard errors are clustered at the individual level. Panels (a) and (c) are the
estimates for all respondents together with the 95% confidence interval dotted around the estimates. Panels
(b) and (d) split the sample by people with relatively low and high capacity to save. Low saving ability
is the top solid line in blue in both sub-figures. Confidence intervals are only included for people with low
saving capacity. Panels (a) and (b) show the raw regression coefficients, whereas Panels (c) and (d) rescale
the coefficient by the mean of the outcome variable (incidence rate of an expenditure of that size).
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Figure 8: Lumpy Expenditure Prime (LP) Setup
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Notes: This figure shows the setup of the lumpy expenditure priming experiment. At the end of the survey,
randomly selected respondents from all phases of the project (full and condensed study participants) were
led through a priming dialog designed to increase the salience of a desired lumpy expenditure. People in
the control group did not receive the dialog at that time. Then, a revealed preference measure of betting
demand was elicited from all participants in the form of an offer of betting tickets or cash. After the offer,
the participants in the control group were guided through the same dialog.

Figure 9: Saving Budgeting Exercise (BE) Setup

BE+LP Treatment Groups:
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Control Group:
(Nothing)
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Control Group:
Lumpy Prime Questions

+
Budgeting Dialogue

BE Treatment:
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BE Treatment Group:
Budgeting Dialogue

LP Treatment Group:
(Nothing)

TP Treatment Group:
Budgeting Dialogue

Everyone:
Regular Survey Questions

Notes: This figure shows the setup of the budgeting exercise experiment. This was only conducted with
participants in the condensed study and the budgeting exercise was nested within the lumpy expenditure
prime. People selected for the budgeting exercise treatment group were guided through the respondents’
own estimates of their typical weekly earnings and critical recurrent expenditures in order to make a more
accurate estimate of their own saving ability. People in the lumpy prime treatment group and the pure
control group were guided through the questions after the betting ticket offer was used to elicit a revealed
preference measure of betting demand.
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Figure 10: Budgeting Exercise Saving Updates
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Notes: This figure shows the update size resulting from the budgeting exercise calculated as the amount
participants felt they could save in a typical week after the budgeting exercise, minus the amount they
estimated naively at the beginning of the survey. Panel (a) is the raw update size in thousands of Ugandan
Shillings (3,500UGX ≈ 1 USD). Panel (b) converts this update size relative to mean income.

Figure 11: Effect of Savings Ability Update on Max Ticket Demand - Lowess
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Notes: This figure shows the non-parametric estimate of the effect of the update on respondents’ ability
to save resulting from the budgeting exercise. The update is the difference between the newly estimated
amount an individual can save minus their original naive estimate scaled relative to mean income. The
median negative update was -0.15 and the median positive update was 0.1. The y-axis is the likelihood of
demanding the maximum number of betting tickets offered during the revealed preference measure of betting
demand following the budgeting activity for people in the treatment group.
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Figure 12: Separating Saving and Betting Preference by Saving Return Thresholds and Patience
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Notes: This graph shows the threshold level of saving ability needed to sustain a saving strategy for each
level of patience, based on calculations from the model developed in Section 3 and extended in Section 7.
People with a given level of future discounting, δ, with a return on saving above the traced locus will be
willing to save in pursuit of a lumpy expenditure. People whose saving ability is below that threshold level
of γ will switch to betting. People will begin switching to betting as saving ability worsens until expected
losses from saving reach 35%, at which point even the most impatient people will switch to betting. Mbiti
and Weil (2013) find a reasonable yearly discount factor of 0.64 in neighboring Kenya. This would imply
a threshold γ of 0.716 at which people facing expected losses above 29% for money set aside to saving will
switch to betting.
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Tables

Table 1: Summary Statistics: Background and Household

Full Study (N=1,003) Condensed Study, (N=712)
Panel (a) Mean p10 p50 p90 Mean p10 p50 p90
Weekly Income (USD) 29.75 11.5 24.5 50.8 37.58 17.1 31.4 60.0
Betting Expenditures (USD) 3.02 0.7 2.0 6.5 4.17 0.9 2.9 8.6
% of Income Spent on Betting 12.73 2.6 8.6 25.2 12.59 2.4 8.3 28.0
Household Size 3.09 1.0 3.0 6.0 2.86 1.0 3.0 5.0
% Contribution of HH Finances 75.00 25.0 100.0 100.0 75.66 25.0 100.0 100.0
Weekly HH Inc. Per Cap. (USD) 15.46 4.1 10.9 30.7 16.92 0.8 10.7 40.3
Weekly HH Inc. Per Cap. Adj. (USD) 19.32 5.3 13.8 42.7 NA NA NA NA
Age 27.11 20.0 27.0 35.0 26.60 20.0 26.0 35.0
Primary 0.84 - - - 0.84 - - -
Junior Secondary (O-Level) 0.46 - - - 0.44 - - -
Senior Secondary (A-Level) 0.17 - - - 0.19 - - -

Panel (b) Mean p10 p50 p90 Mean p10 p50 p90
Available Liquidity (USD) 98.31 5.7 28.6 228.6 66.85 4.3 14.3 142.9
Available Liquidity/Mean Inc 3.76 0.3 1.3 8.4 1.78 0.1 0.6 4.0
Saving Ability Per Week (USD) 12.20 1.4 8.6 20.0 8.81 1.4 6.0 17.1
Saving Ability/Mean Inc 0.51 0.06 0.31 0.87 0.25 0.05 0.21 0.50
Win Target (USD) 143.23 14.4 46.5 265.7 352.60 11.4 57.1 571.4
Win Target / Mean Income 28.87 0.4 2.3 32.1 11.59 0.3 1.9 15.0
Win Target / Available Liquidity 28.10 0.2 1.9 33.3 41.42 0.3 3.0 40.0
Winning Item Cost (USD) 380.47 11.4 57.1 857.1 NA NA NA NA

Notes: HH income only calculated for 97% in full and 92% in condensed study who contributed to
household expenses. Condensed study did not ask about targeted item for winnings or number of
children and adjusted per capita income could not be calculated.
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Table 2: Lumpy Expenditures and Source of Liquidity

Panel (a): Desired lumpy expenditures by category.
Good Business Household Personal
#1 Working capital-19% Furniture-17% Clothes-31%
#2 Improve worksite-13% Entertainment-17% Phone-11%
#3 Motorcycle-13% Build/Repair-9% Vehicle-4%
#4 Tools-12% Appliance-5% Entertainment-4%
#5 New venture-2% School fees-5% Jewelry-3%

Other 10% 20% 9%
None 33% 27% 38%
Price $285.6 $114.3 $42.8
P rice

Mean Inc 12.9 4.1 1.8

Panel (b): Likely source of liquidity for desired expenditure.
Source Most Likely Likely

Saving 85.4% 95.9%
Betting 6.6% 25.3%
Credit from Family/Friend 2.5% 14.4%
Credit from Bank/Loan Organization 4.9% 11.6%
Credit from Money Lender 0.2% 2.1%
Any Credit Source 7.6% 26.2%

Notes: Panel (a) shows responses to the question “Is there a large expenditure that you are hoping to
make in the next few months?” They were asked to name something in each of the three categories.
Interviewers were instructed to ensure that the item or expense named was in fact non-divisible (work-
ing capital would mean a bulk purchase) and they were additionally instructed to make sure that these
expenditures were realistic and not simply something they would like to have as a dream. Panel (b)
shows the follow-up question conducted during the condensed study, typically following the identifica-
tion of a business expense. Panel (b) suggests that betting is considered the second most likely source
of money for their desired expense after saving and was cited almost as often as all different sources of
credit combined.

51



Table 3: Impact of Winnings on Biggest Expense Thresholds

(1) (2) (3) (4)
Med Big Bigger Huge

Win Amount / Income 0.0201∗∗ 0.0181∗ 0.0071 0.0084
(0.0089) (0.0107) (0.0085) (0.0072)

Income 0.0429∗∗∗ 0.0393∗∗∗ 0.0114 -0.0005
(0.0102) (0.0098) (0.0089) (0.0067)

Bet Amt -0.0256 0.0792 0.1017∗∗ 0.0648∗∗

(0.0418) (0.0492) (0.0439) (0.0316)
Mean Y 0.6665 0.3078 0.0933 0.0275
Num Obs 4653 4653 4653 4653
Num Inds 954 954 954 954
R2 0.446 0.443 0.387 0.336

Notes: Dependent variable for each column is an indicator for having made an expenditure above a
given threshold in that time period. Expenditure thresholds are Med=.5*Inc, Big=Inc, Bigger=2*Inc,
Huge=4*Inc. The full regression specification is Yi,t = β0 + β1Wi,t +

∑3
b=1 BetMomentsb

i,t + λXi,t +
γi + δt + ψs + εi,t. BetMomentsi,t are the moments and higher order terms of an individual’s bets for
that time period. Xi,t are time-varying individual covariates. Time, survey round, and individual fixed
effects are included in all regressions. Standard errors are clustered at the individual level. ∗ p < 0.10,
∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 6: Effect of Lumpy Prime on Demand of Maximum Tickets Offered

(1) (2) (3) (4) (5) (6) (7)
All All All All LSA HSA All

Lumpy Good Prime 0.073∗∗∗ 0.074∗∗∗ 0.073∗∗∗ 0.072∗∗∗ 0.122∗∗∗ 0.021 0.020
(0.024) (0.024) (0.024) (0.024) (0.034) (0.034) (0.034)

Prime x Low Save Ability 0.104∗∗

(0.048)
Low Saving Ability 0.006

(0.039)
Mean Week Bet 0.178∗ 0.156 0.182 0.157 0.153

(0.101) (0.099) (0.142) (0.152) (0.100)
Liquidity Available 0.005 0.005 0.011∗∗ -0.001 0.005

(0.003) (0.003) (0.005) (0.005) (0.003)
Save Ability / Mean Inc -0.061 -0.072 0.190 0.050 0.006

(0.052) (0.053) (0.190) (0.080) (0.068)
Mean Week Income 0.002∗∗∗ 0.002∗∗∗ 0.002∗∗∗ 0.002 0.004∗∗∗ 0.002∗∗∗

(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Mean Dep Var 0.4527 0.4527 0.4527 0.4527 0.4763 0.4296 0.4527
Mean Y-Control 0.4177 0.4177 0.4177 0.4177 0.4198 0.4157 0.4177
Full Set of Covariates No No No Yes Yes Yes Yes
Num Obs 1703 1703 1703 1703 844 859 1703
R2 0.0316 0.0358 0.0410 0.0523 0.0875 0.0709 0.0568
Adj R2 0.0183 0.0220 0.0244 0.0294 0.0432 0.0255 0.0329

Notes: Dependent variable is an indicator for demanding the maximum number of tickets in the betting
ticket offer. Results from regression of Bi = β0 + β1LumpyPrimei + λXi + εi. LumpyPrime is an
indicator for going through the lumpy prime dialog prior to the ticket offer. Individual covariates
includes background education and preference variables as well as controls for other treatments during
the study and the amount of cash offered instead of tickets. LSA= Low saving ability, HSA= High
saving ability. Robust standard errors are used to adjust for heteroskedasticity in the error term.
Columns (1)-(4) show stability of the estimated treatment effect regardless of specification. Columns
(5)-(7) show significant heterogeneity of response between people with low and high saving ability. ∗

p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 7: Effect of Budgeting Exercise on Demanding Maximum Betting Tickets

(1) (2) (3) (4) (5) (6)
UGX UGX Prop Both UGX Prop

Lumpy Good Prime 0.086∗∗ 0.085∗∗ 0.084∗∗ 0.083∗ 0.084∗∗ 0.084∗∗

(0.042) (0.042) (0.042) (0.043) (0.042) (0.042)
Budgeting Exercise (BE) -0.025 -0.042 -0.056 0.073 -0.047 -0.026

(0.044) (0.044) (0.046) (0.081) (0.051) (0.056)
BE x Update -0.004∗∗∗ -0.538∗∗

(0.001) (0.209)
Update 0.001∗ 0.124

(0.001) (0.086)
BE x (Update > 0) -0.270∗∗∗

(0.104)
BE x (Update < 0) -0.044

(0.098)
Update > 0 0.078

(0.059)
Update < 0 0.004

(0.051)
BE x Positive Update Amount -0.004∗ -0.997∗∗

(0.002) (0.472)
BE x Negative Update Amount 0.004∗ 0.365

(0.002) (0.289)
Positive Update Amount 0.000 0.148

(0.001) (0.209)
Negative Update Amount -0.001∗ -0.118

(0.001) (0.103)
N 706 706 706 706 706 706
Mean Dep Var 0.4164 0.4164 0.4164 0.4164 0.4164 0.4164
Full Set of Covariates Yes Yes Yes Yes Yes Yes
R2 0.1373 0.1452 0.1447 0.1472 0.1454 0.1458
Adj R2 0.1082 0.1137 0.1132 0.1133 0.1114 0.1118
Prop columns scaled to respondent income, UGX in 1,000s. Update = Assisted - Naive Estimate
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Notes: Dependent variable is an indicator for demanding the maximum number of tickets in the
betting ticket offer. Results from regression of Bi = β0 +β1LumpyPrimei +β2Budgeti +β3(Budget×
Update)i + β4Updatei + λXi + εi. LumpyPrimei is an indicator for doing the lumpy prime dialog
before the betting ticket offer. Budgeti is an indicator for doing the budgeting exercise before the
betting ticket offer. Updatei is the assisted estimate of the amount that an individual can save from
the budgeting exercise minus the naive estimate. UGX columns use the raw measure of the update
in thousands of shillings. Prop columns rescale this update relative to an individual’s mean income.
Individual covariates include background education and preference variables as well as controls for other
treatments during the study and the amount of cash offered instead of tickets. Robust standard errors
are used to adjust for heteroskedasticity in the error term. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 8: Estimating Return on Cash Saving, γ

γ Source Estimate
γ1 Inflation 0.8998 - 0.9844
γ2 Temptation 0.784 - 0.9361
γ3 Social Pressure 0.92 - 1
γ4 Theft/Loss 0.9885 - 1
γ5 Transaction Costs 1

Notes: γ is an individual’s return on saving or the proportion of each dollar set aside for saving
that he expects to be converted into expenditure on a desired purchase or expense. In estimating
reasonable levels of γ in the population, I break it down into sub-components and take the product.
This is approximated for cash savings, although different components would likely shift if other saving
instruments or strategies were used. For example, bank accounts could lower losses from social pressure,
temptation, and risk of theft, but impose considerable transaction costs in the form of fees and effort.

• γ1 is based on the range of inflation rates in Uganda over the previous five years, 2011-2016.

• γ2 is estimated from the consumption modules in the survey, categorizing certain expenditures as
temptation goods (alcohol, video hall tickets, betting) and assuming that people regret between
25-50% of these expenses.

• γ3 captures expenditures that are made out of obligation or as a result of inter- or intra- household
pressure. This estimate is from a recent study by Jakiela and Ozier (2015).

• γ4 was based on survey responses estimating the frequency of theft.

• γ5 is assumed to be one for cash savings, but would be lower for most other saving technologies
that require usage fees, coordination with others, or effort for either deposits or withdrawals.

The overall range for γ is estimated between 0.6415 and 0.9215. This range of reasonable γs falls
considerably below the range of threshold γ∗s illustrated in Figure 12, suggesting that there may be
a considerable portion of the population for whom betting is a rationally preferred straetgy to saving,
given their levels of patience and return on saving.
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